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A significance test can be performed by

calculating a test statistic, such as Student’s

t or chi-squared, and comparing it with

a critical value for the corresponding

distribution. If the test statistic crosses the

critical value threshold, the test is consid-

ered “significant”. The critical value is

chosen so that there is a low probability –

often 5% (for “95% confidence”) – of

obtaining a significant test result by chance

alone. Routine use of computers has

changed this situation; software presents

critical values at traditional probabilities, but

now also calculates a probability, the “p-

value”, for the calculated value of the test

statistic. A low p-value – say, under 0.05 –
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should always be explicit, but quite oen
are simply taken for granted. The main
assumptions are the null and alternative
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be reasonably sure of detecting a bias as
large as our available standard deviation.
Alternatives to the p-
value

Many statisticians prefer to calculate
condence limits, for example based on
the t-distribution, rather than just calcu-
lating p-values. A condence interval is
closely related to a signicance test: our
measured result would have a p-value of
exactly 0.05 if tested against one extreme of
a 95% condence interval for the same
hypothesis. A condence interval improves
considerably on the p-value alone by indi-
cating a plausible range of values. This is
particularly useful when the condence
interval is wide, or when the measured
effect is small (and possibly unimportant)
but precisely measured. However, the exact
meaning of a condence region is not easy
to explain; for example, surprisingly little
can be said about the chance that a given
interval contains the true value.

Another useful alternative is graphical
inspection. Computers provide many
different graphical displays of our datasets
instantly, and these may tell us (with a bit
of experience) all we need to know without
further ado. Signicance tests are then
optimally useful when visual examination
seems to be marginal.
The Bayesian dimension

Signicance tests have been criticised on
the grounds that we assume something as
true that cannot be true exactly (the null
hypothesis) to obtain something that we
do not want to know anyway, the p-value
being a probability relating to the experi-
mental data. What we really would like is
the probability of the null hypothesis
being true, but we cannot logically derive
that probability from the data alone.
Bayes’ law shows that we would need
additional information – a prior distribu-
tion – to do that (for Bayesian statistics see
AMC Technical Briefs No.s 14 (ref. 5) and
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